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Abstract

Tracking and navigation problems are often solved using estimation methods that are based on least-squares and Kalman filtering techniques. It is well known that these classic methods are sensitive to unexpectedly large measurement errors. In this article we discuss some robust static and dynamic estimation methods that are designed to be insensitive against outlying observations. Positioning simulations and results of a field test where robust techniques are applied to pedestrian positioning using GPS pseudorange measurements are presented. The results indicate that robust techniques have potential in GNSS positioning.

1 Introduction

GNSS positioning problems are often solved using estimation methods that are based on least squares estimation and Kalman filtering techniques. These methods can be shown to work optimally when the noises in the systems are Gaussian with known means and variances. The assumption of Gaussianity, even though there might be sound justification for making it, is sometimes made just because it is convenient that there exists methods that are in some sense optimal under it. The real measurement data often contain unexpectedly large errors that do not fit the assumed noise model. In GNSS measurements these kinds of errors could be the results of multipath or non-line-of-sight effects. It is well known that many of the classic methods are very sensitive to these kinds of errors, which are usually referred to as outliers, or blunder measurements.

There has been extensive study on methods that would behave as well as possible when the data is of good quality, but at the same time would be insensitive against occasional large errors. One approach to handling outliers is to try to detect them, modify the data or the model and subsequently estimate using only good data. Another approach is to compute a robust estimate using all the data and afterwards outliers could be detected as having the largest residuals. We consider only the second approach.

Methods for computing robust estimates have been considered for over 50 years. One of the most important contributions to this field is the M-estimation theory by Huber [2] [3], which is based on minimization of other loss functions than the sum of quadratic terms. M-estimation is discussed briefly in Section 2. The M-estimation theory can be used instead of the ordinary least squares in the case of static positioning.

The Kalman filter [4] and its extensions are the most used dynamic estimation methods in various problems, including GNSS navigation. Because of the popularity there is great interest to develop a robust Kalman filter-type dynamic estimation algorithms. Most of the work done in this area is heuristic by nature but can be shown to work in practice by simulations [9]. In this article we consider the one-step optimal Bayesian recursive estimator by Masreliez and Martin [7].

We test different stationary and dynamic estimators using simulated positioning scenarios in which we vary the number of available measurements and the amount of contamination. For simplicity, the provided simulations are on two-dimensional plane. We use range measurements to stationary pseudolites. The results are provided and discussed in Section 4.

In Section 5 we provide results of a test where the robust methods were applied to pedestrian positioning using GPS pseudorange measurements. In Section 6 we summarize the results of simulations and tests and provide some thoughts about future research on robust estimation methods for GNSS positioning.
2 Robust estimation

In the following two sections we consider estimation methods for static and dynamic linear estimation problems. Linear problems are considered as in this article we consider positioning with range and pseudorange measurements obtained from pseudolites or satellites located far away from the receiver. It is assumed that this results in almost linear estimation problems.

Consider the ordinary linear regression problem

\[ y = Hx + v, \]  
(1)

where \( y \) is the vector of observations, \( H \) is the design matrix of full rank and \( v \) is the observation error with variance \( V(v) = R \). In the case of independent errors \( R \) is a diagonal matrix with elements \( \sigma_i \). In LS estimation we minimize the quadratic cost function

\[ \sum_i \rho(r_i(x)) = \frac{1}{2} \sum_i (r_i(x)/\sigma_i)^2, \]  
(2)

where \( r(x) = y - Hx \). The estimate that minimizes the quadratic cost function is

\[ \hat{x} = (H^T R^{-1} H)^{-1} H^T R^{-1} y, \]  
(3)

which is a linear combination of observations and as such the influence of outlying observations is not bounded in any way.

To introduce robustness into the estimation problem, Huber [2] suggested to minimize less rapidly increasing functions than (2). In more general form the estimation problem can be written as

\[ \hat{x} = \arg \min_x \sum_i \rho(r_i(x)/\sigma_i). \]  
(4)

Note that when \( \rho(\cdot) = -\ln \rho_\star \), (4) is a maximum likelihood estimation problem. This is why Huber referred his framework as M-estimation. When \( \rho(\cdot) \) is a convex function, we can solve (4) from the equation

\[ \sum_i \psi(r_i(x)/\sigma_i) \frac{dr_i(x)/\sigma_i}{dx} = 0. \]  
(5)

and the solution is unique.

Although there does not exist a single best method for solving (5), one of the most popular techniques is to solve a sequence of weighted LS-problems. This is the iteratively reweighted least squares (IRLS) method which is given by Algorithm 1 [8]. It has to be noted that IRLS algorithm has only first degree convergence and needs reparameterization at each iteration, hence it is not computationally very attractive choice. Despite of this it is a much-used algorithm, possibly because of the available software for solving LS-problems. Also, with a good initial estimate, the algorithm often converges after only few iterations if the stopping criteria are not too strict.

One of the most used robust M-estimators is the one minimizing the original Huber’s loss function [2]

\[ \rho_H(r) = \begin{cases} k |r| - \frac{k^2}{2} & \text{if } |r| \geq k \\ \frac{k^2}{2} & \text{if } |r| < k \end{cases} \]  
(6)

Note that Huber’s loss function corresponds to a density function that is Gaussian in the middle and double exponential in the tails. The Huber’s \( \psi \)-function in Fig. 1 shows the influence of a residual to the estimate.

Another well-known loss function is the Tukey’s bisquare

\[ \rho_T(r) = \begin{cases} \frac{r^2}{6} & \text{if } |r| < k \\ \frac{k^2}{2} \left( 1 - \left( \frac{r}{k} \right)^2 \right)^3 & \text{if } |r| \geq k \end{cases} \]  
(7)

which is not a convex function and as such the convergence to a global minimum is not guaranteed. Note that for residuals in the tails Tukey’s loss function gives zero influence as illustrated by Figure 1. The effect is same as leaving out particular observations from the system and hence extra care has to be used when minimizing these kinds of loss functions. With a bad initial estimate the IRLS algorithm can ignore perfectly good observations and converge to a local minimum.

3 Robust dynamic estimation

In order to robustify the Kalman filter, Masreliez and Martin [7] approached the linear regression problem (1) using the Bayesian framework

\[ y = Hx + v, \quad x \sim \Phi(\bar{x}, P), \quad v \sim F_v. \]  
(8)

where \( \Phi \) is Gaussian and \( F_v \) is symmetric and heavily-tailed. There is a restriction for the form of \( F_v \) that requires the existence of a transformation \( \Phi \) such that the
Algorithm 1: IRLS

Set initial estimate $x^{(0)}$

Set error tolerance $\epsilon$

$k = 0$

for $k = 1, 2, \ldots, N$ do

$\phi^{(k-1)} = y - H x^{(k-1)}$

$W^{(k-1)} = \psi(|r^{(k-1)}/\sigma|)$

$W^{(k-1)} = \text{diag}[w_1^{(k-1)}, \ldots, w_n^{(k-1)}]$

$x^{(k)} = (H^T W^{(k-1)} H)^{-1} H^T W^{(k-1)} y$

if $\|x^{(k)} - x^{(k-1)}\| < \epsilon$ then

Stop

end

end

Algorithm 2: Robust Kalman-type filter

$\hat{x}_0 \sim \Phi(\bar{x}_0, P_0)$

for $k = 1, 2, \ldots$ do

$\hat{x}_{tk-1} = F_{k-1} \hat{x}_{tk-1}$

$P_{tk-1} = F_{k-1} P_{tk-1} F_{k-1}^T + \Gamma_{k-1} Q_{k-1} \Gamma_{k-1}^T$

$\tilde{x}_{tk} = \hat{x}_{tk-1} + P_{tk-1} H_{k}^T \Psi(T(y_k - H_{k} \tilde{x}_{tk}))$

$P_{tk} = (I - P_{tk-1} H_{k}^T H_{k} E_{tk} \left[ \frac{\psi(\sigma)}{\psi(\sigma)} \right]) P_{tk-1}$

Approximate $P_{tk} \approx \Phi(\tilde{x}_{tk}, P_{tk})$

end

Two possible choices for family of distributions $\mathcal{F}$, as given by Masreliez and Martin [7], are the $\epsilon$-contaminated family

$$\mathcal{F}_\epsilon = \{ F \mid F = (1 - \epsilon)\Phi([0, 1]) + \epsilon H, H \text{ has a symmetric density} \}.$$
and the $p$-point family

$$\mathcal{F}_p = \{ F \mid F(-y_p) = \Phi(-y_p)[0, 1] = \frac{1}{2} \},$$

$F$ has a symmetric density and is continuous in $\pm \epsilon$, (17)

which is discussed also in Martin and Masreliez [6].

The least favorable density for $\epsilon$-contaminated family is

$$f_{\epsilon, \Phi}(x) = \begin{cases} \frac{1 - \epsilon}{\sqrt{2\pi}} \exp\left[-\frac{1}{2}x^2\right], & |x| < k \\ \frac{1 + \epsilon}{\sqrt{2\pi}} \exp\left[-k|x| + \frac{1}{2}k^2\right], & |x| \geq k, \end{cases}$$

where $k$ is a function of the fraction of contamination $\epsilon$ and can be solved from the equation

$$\frac{2}{k} \phi(k[0, 1]) - 2\Phi(-k[0, 1]) = \frac{\epsilon}{1 - \epsilon},$$

where $\phi$ is the Gaussian probability density function. The expectation needed for the upper bound of the variance is

$$\mathbb{E}_{F_{\epsilon, \Phi}} \left[ \frac{d\psi(u)}{du} \right] = 1 - 2\Phi(-k[0, 1]).$$

(20)

For $\epsilon$-contaminated family the error bound (12) is only an upper bound as it is not possible that the innovation has the least favorable distribution as its distribution.

The least favorable density for the $p$-point family of distributions is

$$f_{p, \Phi}(x) = \begin{cases} K \cos^2 \left( \frac{\pi x}{2m} \right), & |x| \leq y_p \\ K \cos^2 \left( \frac{\pi x}{2m} \right) \exp \left[ \frac{\pi^2}{4} \cos^2 \left( \frac{\pi x}{2m} \right) \right], & |x| > y_p, \end{cases}$$

(21)

The normalization factor $K$ can be solved using the property of all the distributions of the family that the distributions have the mass $1 - p$ inside the interval $[-y_p, y_p]$, where the point $y_p$ is determined by $\Phi(-y_p[0, 1]) = p/2$. The parameter value $m$ minimizing the variance can be solved from

$$2m - p \left[ 1 + \tan^2 \left( \frac{1}{2m} \right) \right] \left[ 2m + \tan \left( \frac{1}{2m} \right) \right] = 0.$$  

(22)

Using the $\psi$-function of the $p$-point family of estimators

$$\psi_p(x) = \begin{cases} \frac{1}{m_{y_p}} \tan \left( \frac{x}{2m_{y_p}} \right), & |x| \leq y_p \\ \frac{1}{\sqrt{m_{y_p}}} \tan \left( \frac{x}{2m_{y_p}} \right), & |x| > y_p, \end{cases}$$

(23)

the expectation can now computed from

$$\mathbb{E}_{F_{p, \Phi}} \left[ \frac{d\psi(u)}{du} \right] = \frac{1}{2} \int_{-y_p}^{y_p} \frac{1}{(my_p)^2} \left( 1 + \tan^2 \left( \frac{x}{2my_p} \right) \right) f_{p, \Phi}(x) dx$$

(24)

The above formulation of a robustified Kalman-type filter is just one of many. More general formulations than Algorithm 2 can be found for example in Kovačević et al. [5] and Schick and Mitter [10].

4 Simulations

We compare the different positioning methods using Matlab simulations. It is not a particularly easy task to choose the best way to compare the methods [11], as judged by different criteria several completely different filters can be the best one.

In this work we choose to look at the frequent behaviour of the estimation methods. Instead of considering the performance of the methods in one particular positioning scenario with a specific track and a set of observations, we generated 200 tracks of 120 epochs and a set of observations for each of the tracks and look at the frequent performance of the methods.

For simplicity we consider positioning with range measurements from a set of stationary pseudolites located far away at coordinates $s_1, \ldots, s_l$.

To generate the tracks we used the piecewise constant white noise acceleration model [1].

$$x_{k+1} = F_k x_k + \Gamma_k w_k,$$

(25)

$$\Gamma_k = \begin{bmatrix} I_{2\times2} \\ 0 \end{bmatrix},$$

(26)

with

$$w_k \sim N(0, 0.2^2 I_{2\times2})$$

(27)

and

$$F = \begin{bmatrix} I_{2\times2} & I_{2\times2} \\ 0 & I_{2\times2} \end{bmatrix}.$$ (28)

The state $x_k$ contains the position and velocity coordinates.
Measurements were generated with a model

\[ y_k = \begin{bmatrix} \|x_k - s_1\| \\ \vdots \\ \|x_k - s_l\| \end{bmatrix} + v_k, \tag{29} \]

where the observation noise

\[ v_k \sim (1-\varepsilon)N(0,10^2I_{2l}) + \varepsilon N(0,50^2I_{2l}). \tag{30} \]

We generated several positioning scenarios by varying the fraction of contamination \( \varepsilon \) as well as the number of measurements.

In our tests we compared three static estimation methods. The performance of M-estimates with Huber’s and Tukey’s bisquare loss functions were compared against ordinary least squares solution. The tuning parameters for the M-estimators were chosen as \( k = 1.345 \) for Huber and \( k = 4.5 \) for bisquare.

Also three dynamic estimation methods were tested. Two robust filters using the assumptions of measurement errors \( \mathcal{F}_\varepsilon \) and \( \mathcal{F}_p \) (REKF \( \varepsilon \) and REKF \( p \)) were compared against the performance of the ordinary EKF. The parameter values were chosen as \( \varepsilon = 0.1 \) and \( p = 0.5 \).

The results of simulations are given in Figures 2 - 3, where the bounds that contain 33%, 67% and 90% of the errors are plotted. Simulations show how extremely sensitive the classic methods are to even small amount of contaminated measurements. Robust filters offer good protection against unmodeled errors with only about four times more computation time than that of the Kalman filter. The M-estimation methods can give good results even in very contaminated scenarios but with the lack of prior information the static robust methods need more observations than the dynamic methods to be as robust as dynamic estimation methods. The robust filters perform almost identically on average as do two M-estimators as far as the estimation error is considered.

5 Tests

We tested the methods with real GPS-data. The pseudo-range measurements were collected from a 380 second long walk around the campus area of Tampere University of Technology using the Holux GPSlim236 Wireless Bluetooth GPS Receiver. Now it has to be noted that unlike in simulations, we do not know the exact true track but instead compute the distance to a reference track that is assumed to be very close to the true track. Unfortunately, there is some error also in the reference track which in our tests was the postprocessed DGPS solution with data collected by two NovAtel’s DL-4 GPS receivers. As bad signal environments would also affect the DGPS positioning, we obstruct the line-of-sight of the GPS receiver by covering it. This should result in noisier pseudorange measurements.

The state that we are solving now consists of position and velocity coordinates in ECEF coordinates and clock bias and clock drift in meters. The static estimation methods solve only for position and clock bias. The model
used for pseudorange measurement is

\[ \rho_i = \| s_i - x_{13} \| + (b - b_i)c + I_i + T_i + v_i, \]  

where we assume that satellite clock bias \( b_i \), the delays \( I_i, T_i \) corresponding to ionosphere and troposphere can be solved accurately. Also, for simplicity the model assumes independent errors \( v_i \sim N\left(0, \frac{1500^2}{C/N_0} \right) \),

where \( C/N_0 \) is the carrier-to-noise ratio of the \( i \)th measurement.

The filters use the constant velocity and clock drift motion model

\[ x_{k+1} = F_kx_k + w_k \]  

\[ w_k \sim N\left(0, \begin{bmatrix} \frac{1}{2}\Delta^2 Q_c & \frac{1}{2}\Delta^2 Q_c & 0 \\ \frac{1}{2}\Delta^2 Q_c & \frac{1}{2}\Delta^2 Q_c & 0 \\ 0 & 0 & Q_{\text{clock}} \end{bmatrix} \right) \]

where \( \Delta t \) is the length of the time interval between successive epochs, \( Q_c = \text{diag}(0.1, 0.1, 0.1) \) in ENU coordinates and

\[ Q_{\text{clock}} = \begin{bmatrix} 1/3\Delta^2 \sigma_C^2 & 1/2\Delta^2 \sigma_C^2 & \Delta t\sigma_C^2 \\ 1/2\Delta^2 \sigma_C^2 & \Delta t\sigma_C^2 & 0 \\ \Delta t\sigma_C^2 & 0 & \sigma_C^2 \end{bmatrix}, \sigma_C^2 = 2. \]  

M-estimators with Huber and bisquare loss functions use parameters \( k = 0.5 \) and \( k = 2.5 \) correspondingly. The robust Kalman-type filters use parameter values \( p = 5 \) and \( \epsilon = 0.2 \)

we used to compute the solutions. Different measurement sets were selected based on the carrier-to-noise ratios of the measurements. The results are collected in the Tables 2-5 in the form of the percentages of time when the estimate is within some bound from the reference position. The carrier-to-noise intervals and corresponding average number of available satellites and the percentage of epochs when only less than four measurements were available is collected in Table 1.

All the static estimation methods give very similar results but robust filters give often little better results than the Kalman filter, but the difference is not very large. It is debatable if the accuracy gained is worth the extra computation time. Our Matlab implementations of the robust filters required about four times more computation time than our implementation of the EKF.

<table>
<thead>
<tr>
<th>( C/N_0 )</th>
<th>EKF</th>
<th>REKF</th>
<th>REKF</th>
<th>LS</th>
<th>Huber Bisquare</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, oo)</td>
<td>30.8</td>
<td>28.7</td>
<td>27.7</td>
<td>24.4</td>
<td>24.4</td>
</tr>
<tr>
<td>[20, oo)</td>
<td>31.4</td>
<td>30.2</td>
<td>30.2</td>
<td>25.9</td>
<td>25.9</td>
</tr>
<tr>
<td>[25, oo)</td>
<td>30.2</td>
<td>39.3</td>
<td>39.3</td>
<td>23.5</td>
<td>23.5</td>
</tr>
<tr>
<td>[30, oo)</td>
<td>8.5</td>
<td>23.2</td>
<td>19.5</td>
<td>13.7</td>
<td>13.7</td>
</tr>
<tr>
<td>(0, 40]</td>
<td>28.4</td>
<td>32.3</td>
<td>32.9</td>
<td>13.4</td>
<td>13.4</td>
</tr>
<tr>
<td>[20, 40]</td>
<td>28.7</td>
<td>32.6</td>
<td>33.2</td>
<td>13.1</td>
<td>13.4</td>
</tr>
<tr>
<td>[30, 40]</td>
<td>16.8</td>
<td>7.6</td>
<td>17.1</td>
<td>3.7</td>
<td>3.7</td>
</tr>
<tr>
<td>(0, 35]</td>
<td>4.3</td>
<td>8.2</td>
<td>6.7</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>(0, 30]</td>
<td>1.2</td>
<td>0.9</td>
<td>1.2</td>
<td>0.3</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 2: How often (%) the estimate is within 5m of the reference track.

From the collected pseudorange measurement data we selected different combinations of measurements which

Figure 4: The distribution of measured carrier-to-noises.

6 Conclusions

In this article we reviewed robust methods that can be used in positioning applications. Both static and dynamic
cases were considered. In simulations it could be shown that the robust methods perform clearly better than the classic methods even with small amount of bad observations. This is because the simplified nature of the simulations, i.e. measurement noise in independent and outliers occur independently with a certain probability.

We tested the methods also with typical GPS pseudorange measurements in pedestrian positioning application. We used a DGPS solution as a reference track and collected the test data with consumer priced GPS receiver which was covered to obtain noisier measurements. Robust Kalman-type filters seem to give almost always better results than the Kalman filter but the difference between methods is not as distinctive as in simulations. This might be because of several reasons. First, all the robust methods discussed in this article assume zero mean noise but in reality pseudorange measurements contain interference that can not be modeled exactly but instead cause the noise to be biased. Second, the outliers are not independent but tend to occur during successive epochs e.g. while we are in an urban canyon and are not spread evenly in time.

For future work tests with extremely noisy data should be carried out. In that kind of environment, a good reference track would be very hard to obtain but easiest solution would be to evaluate the results graphically. To handle patchy outliers, dynamic estimators that are based on model selection could be applied. Also it would be interesting to apply robust methods to sensor-aided GNSS positioning and, in general to hybrid positioning.
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